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Abstract. This work introduces a prototype that demonstrates the idea
of using a psychological theory of personality types known as the Five-
Factor Model (FFM) in planning for human-agent teamwork scenarios.
FFM is integrated into the BDI model of agency leading to variations
in the interpretation of inputs, the decision-making process and the gen-
eration of outputs. This is demonstrated in a multi-agent simulation.
Furthermore, it is outlined how these variations can be used for the
planning process in collaborative settings.
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1 Introduction

Human-Aware Planning (HAP) is mainly required when the situation involves
artificial and natural agents in the same environment, the actions of the artificial
agents being planned and those of the natural agents being predicted [10, p. 15:2].
We find such situations in collaborative application areas like Smart Homes
inhabited by agents, robots and humans, e.g., when addressing the ageing of the
population with socially assistive robotics [34]. Although making artificial agents
a constituent part of human activities leads to more affiliated teamwork scenarios
on the one hand, it also introduces several new challenges on the other (cf. [3, 6,
17, 18]). One of those challenges is the predictability of an agent’s actions during
the planning process. Predictability addresses the condition that an agent can
only plan its own actions—which includes coordination activities—effectively if it
is assessable what the others collaborators will do [6]. To address this challenge
in human-agent teamwork the use of human-behavioural models provided by
psychology studies was proposed as being beneficial, e.g., when determining the
most likely next action of a person [1, 17].
Taking that into consideration, this work introduces a prototype that integrates a
psychological theory of personality types into a popular computational model for
the conceptualisation of human behaviour (see Section 5). The work is intended
to show that the integration of personality leads to variations in the interpreta-
tion of inputs, the decision-making process and the generation of outputs (see



Section 6). In fact, it is essential to prove this assumption prior to applying it to
the more complex problem of planning with humans. Afterwards, it is outlined
how this model can be used to enhance HAP by using the information about
the personality as a kind of heuristic during the actual planning process (see
Section 7). However, before describing the applied mechanism and the future
work we will first introduce the psychological theory of personality types used
within the work, which is known as the Five-Factor Model [22] (FFM) (see Sec-
tion 2). Subsequently, we will provide a literature overview exploring the use of
personality theories in agent-based systems (see Section 3). After introducing
the state-of-the-art we compare the two most-popular personality theories and
explain the reason for applying the FFM, finally justifying the motivation for
presenting this work (see Section 4).

2 Five-Factor Model

The Five-Factor Model of personality [21, 22] is a psychological theory that can
be used to model human personality types and their influences on the decision-
making process of humans. As suggested by the name, the FFM introduces
five dimensions characterising an individual, which are briefly described in the
following:

– Openness to experience describes a person’s preference to vary their activities
over keeping a strict routine and is also related to their creativity (e.g.,
inventive, emotional and curious behaviour vs. consistent, conservative and
cautious behaviour).

– Conscientiousness describes a person’s preference to act duteously over
spontaneously. This directly relates to the level of self-discipline when aim-
ing for achievements (e.g., efficient, planned and organised behaviour vs.
easy-going, spontaneous and careless behaviour).

– Extraversion describes a person’s preference to interact with other people
and to gain energy from this interaction over being more independent of
social interaction (e.g., outgoing, action-oriented and energetic behaviour
vs. solitary, inward and reserved behaviour).

– Agreeableness describes a person’s preference to trust others, to act helpful
and to be optimistic over an antagonistic and sceptical mind set. This trait
directly influences the quality of relationships with other individuals (e.g.,
friendly, cooperative and compassionate behaviour vs. analytical, antagonis-
tic and detached behaviour).

– Neuroticism describes a person’s preference to interpret external stimuli
such as stress as minatory over confidence and emotional stability. Neuroti-
cism addresses the level of emotional reaction to events (e.g., sensitive, pes-
simistic and nervous behaviour vs. secure, emotionally stable and confident
behaviour).

These dimensions are also named the Big Five personality traits leading to
acronyms such as OCEAN, NEOAC, NEO-PI and NEO-PI-R, which are fre-
quently used when referring to the FFM theory. To some extent the different



acronyms indicate different assessment instruments. The characteristic of each
dimension is defined as a variation from the norm, whereas each dimension is
an overarching container subsuming different lower-level personality traits. For
example, neuroticism is associated with subordinated traits such as anxiety, hos-
tility and impulsiveness [22]. Taking this observation into account, one can argue
that the FFM theory is a conceptual framework about human personality traits
that can, for example, be used to integrate other theories about human person-
alities into its structure [16, 24].

3 Related Work

In the following we will explore the use of personality theories in agent-based
systems. In particular we want to carve out whether or not there is existing
work aiming to prove that different personalities act in different ways and how
the cooperation between agents is affected by this.
In research on agent-based systems, formal models of human personality are
comprehensively used for the implementation of (microscopic) traffic simulation
frameworks [20] and the agent-based simulation/visualisation of groups of peo-
ple [8, 13]. The work of Durupinar et al. [13] shows how the introduction of
different personalities into agents influences the behaviour of a crowd. For this
simulation the authors applied the OCEAN model. Other areas include human-
machine interaction [11], in particular conversational agents/virtual humans [4,
14] and life-like characters [5]. The latter outlines three projects that apply two
dimensions of the FFM (extraversion and agreeableness). The effects are inter-
preted in a rule-based or scripted manner.
The mentioned approaches focus either on supplying personality to agents that
interact with human users or applying personality theories to simulation environ-
ments to analyse more global effects. They implement the effects of personalities
specifically for the individual use-case, without proving that this can be done in
a more generic manner. Another branch of research focuses on modelling and
examining the effects of personalities on interactions between agents and their
environments. In particular, the effects of personalities in cooperative settings
as addressed by this work are examined.
Talman et al. [33] present a work that illustrates the use of a rather simple ab-
straction of personality types. Personalities of agents are determined by the two
dimensions cooperation and reliability, which are used to measure the helpfulness
of an agent. The agents have to negotiate and cooperate as cooperation is an
inherent part of the game they play. During repeatedly played games the agents
reason about each other’s helpfulness along the two dimensions. As an effect
they try to respond more effectively by customising their behaviour appropri-
ately for different personalities. Campos et al. [7] present a work employing the
Myers-Briggs Type Indicator [23] (MBTI) model, which is here restricted to two
of its dichotomies. It is integrated into the reasoning process of a BDI agent and
the work proves that different personality characteristics lead to variations in
the decision-making process in a simulation specifically designed for the paper’s



use-case. In an early work, Castelfranchi et al. [9] present a framework to inves-
tigate the effects of personalities on social interactions between agents, such as
delegation and help. The agents apply opponent modelling in terms of personal-
ity traits to motivate interactions. However, the work discusses personality traits
as an abstract concept without relation to psychological theories. The work that
is most closely related to our work, answering the question whether individuals
with different personalities act in different ways, is presented by J. Salvit and E.
Sklar [29, 30]. That is the case because the authors established an experiment
validating the impact of the MBTI onto the decision-making process of agents.
In order to do so, the MBTI is integrated into a sense-plan-act structure and
the behaviour of each MBTI type is analysed in a simulation environment called
the ‘Termite World’. The results underline the hypothesis of the paper that the
different personality types act in quite different ways. One consequence is ‘that
some agent personality types are better suited to particular tasks—the same
observation that psychologists make about humans’ [30, p. 147].
To conclude, there is evidence that proves the hypothesis addressed. Neverthe-
less, the literature overview also shows that the majority of works addressing
the hypothesis apply the MBTI theory. The others use simplified models that
are not based on psychology findings. In the following, we will carve out why
we applied the OCEAN model and explain why MBTI should no longer be used
within the agent community, thus giving the motivation for presenting this work.

4 Comparison of OCEAN and MBTI

To start with, the FFM emerged from empirical observations and analysis leading
to the introduced formal model of human personality, whereas MBTI emerged
from theoretical considerations, which were proven through user studies [26].
Another difference is the use of personality types on the one hand and personal-
ity traits on the other. The use of types presents the advantage of being distinct,
but at the same time presents the disadvantage of being disjoint. This means
that being classified as extrovert (E) clearly distinguish an individual from being
introvert (I) and adds such an individual to its specific cluster, without giving
any hint about the degree of extroversion. Still, this information might be im-
portant when this individual was close to the ‘artificial’ border that disjoints the
dichotomies or when someone wants to compare persons of the same type. At
this point a continuous scale as presented by FFM delivers more information,
but misses the advantage of introducing standardised clusters to compare groups
of people, making the implementation of FFM into agents challenging.
The completeness of a theory is another important characteristic that implies
whether such a theory is broad enough to understand/describe the different
human personalities. Here, it was shown that there are some characteristics of
humans that the MBTI fails to cover [15, 22]. In particular the missing preference
of being emotionally stable is criticised. In contrast, FFM presents a more generic
structure, which is nevertheless also criticised for neglecting some domains of a
human personality like honesty or religiosity [25] (also applies to MBTI). In both



cases, these criticisms are still an open discussion among psychologists and are
subject to further investigation.
Beside the completeness of a theory, reliability is at least equally important. On
the one hand, reliability addresses the consistency of the results when assessing
an individual using self-assessment, questionnaires and professional assessments.
On the other hand, it addresses the consistency when performing the same as-
sessment repeatedly with some temporal distance, which is also named test-retest
reliability. MBTI suffers in both categories, as it does not deliver constant results
using the different assessment techniques. Also, experiments about the test-retest
reliability have shown that there is a chance of 50% to be classified as another
MBTI type when repeating the test after a period of only five weeks [26]. Here,
FFM delivers more accurate results for short term intervals (1 week) [19] and
long-term intervals (10 years) [35], which supports the finding that a developed
personality is stable over the life span of a human [36].
Balancing the presented arguments and taking into account the possibility to
integrate MBTI into FFM comes down to the point ‘that it may be better [...]
to reinterpret the MBTI in terms of the five factor model’ [21, p. 37, according
to [15]]. This is an advice we follow and that should be recognised by the agent
community. One argument here might be that the use of psychological theories
is not of relevance when the goal is to produce different artificial agent traits.
We want to respond to this by highlighting the fairly long tradition of knowledge
transfer between psychology and agent research and that newer findings should
not be ignored.

5 Modulating BDI Agents with Personality

To integrate the personality of humans we embed the FFM theory into the
BDI model of agency [28], a popular model for the conceptualisation of human
behaviour. BDI agents separate the current execution of a plan from the activity
of selecting a plan using the three mental concepts belief, desire and intention.
The life-cycle of a BDI agent comprises four phases, namely the Belief Revision,
the Option Generation, the Filter Process, and the Actuation. In our model, the
phases of the BDI cycle are influenced by the characteristics of a personality
in different ways. For instance, the trait conscientiousness strongly influences
the goal-driven behaviour of an agent, whereas the trait extraversion influences
the agent’s preference to interact with others. Table 1 lists the influences of the
different characteristics of FFM on the different phases of the BDI life-cycle.
These influences address the intensity by which one personality trait influences
a phase and thus (only) highlights the traits that are most influential.
In the following, to explain the model, we represent a BDI cycle as a sequence of
states. Therefore let each state be a set of variables (syntax follows LORA [37]):

– P : Per is the collection of personality traits the agent has, i.e. the actual
characteristics for this agent according to the dimensions of the FFM;

– ρ : Percepts is the information that the agent perceives/receives in its envi-
ronment;



Table 1: In order not to value the influence in terms of being negative or positive,
the list only highlights the traits that are most influential in each phase. Indeed,
this classification is discussable as it reflects our own interpretation of the FFM
traits in comparison with the BDI phases.

O C E A N

Belief Revision × ×
Option Generation × × ×
Filter Process × × × × ×
Actuation × × ×

– B : ℘(Bel) is the set of beliefs, i.e. the current assumptions about the state
of the environment;

– D : ℘(Des) is the set of desires, i.e. the set of intended goals the agent wants
to fulfil;

– I : ℘(Int) is the set of intentions, i.e. the set of desires the agent is committed
to fulfil;

– π : Act∗ is the current sequence of actions taken from the set of plans over
some set of actions Act this agent has chosen, i.e. the current plan; and

– α : Act is the action that is executed.

Algorithm 1 shows an adapted BDI life-cycle that involves personality as an
influence during the different stages. All personality traits are considered during
the process. Furthermore, we assume that the personality does not change during
the life-cycle of an agent. This assumption is based on the finding that we as
humans have a stable personality over our lifespan as adults [36].

Algorithm 1 A BDI cycle that incorporates personality into the decision mak-
ing process.

Input: Binit, Iinit, P ; Output: -

1: B ← Binit, I ← Iinit

2: while true do
3: ρ ← percept(Env, Msg)
4: B ← beliefRevision(B, ρ, P )
5: D ← options(B, I, P )
6: I ← filter(B, D, I, P )
7: π ← plan(B, I, P )
8: while not empty(π) do
9: α ← hd(π)

10: execute(α, P )
11: π ← tail(π)
12: end while
13: end while



The cycle starts with the perception of information. During this stage the agent
receives new information from the environment (Env) using its sensors, which
also comprises messages (Msg) from other agents (communication acts). The
perception is not affected by the personality, as humans are not able to restrict
their perception during the cognition. This is a deliberate process taking place
in the next step of the cycle. Formally, the signature of the perception function
percept is defined as:

percept : Env ×Msg → Percepts.

The next step of the BDI life-cycle is the Belief Revision. That means that given
the new perceptions (ρ) an updated belief set (B) is computed with respect to
the current personality (P ). The belief revision function beliefRevision is defined
as:

beliefRevision : ℘(Bel)× Percepts× Per → ℘(Bel).

After this step the set of beliefs can contain information about the environment,
the state of the agent itself (e.g., energy level, injuries like sensory malfunctions)
and facts that were received via communication. In our model the O and A
characteristics influence this phase most frequently, as they influence the inter-
pretation of what the new measurement means for the agent and how trustful
the agent is when receiving information from others. One essential reason to
distinguish between perceptions/beliefs derived from the environment and per-
ceptions/beliefs derived from other agents is the characteristic of the personality
trait agreeableness, which indicates the preference to trust others.1 We imple-
mented this behaviour (the influence of the trait A during the belief revision) for
our simulation environment using the characteristic of the personality trait as
likelihood. For example, an agent with A = 1.0 would always trust information
received via communication acts, whereas an agent with A = 0.0 would always
reject them.
The next step is the Option Generation, where the agent generates its desires
(D) taking into account the updated beliefs, the currently selected intentions
(I) and the personality. The option generation is mainly influenced by the C, A
and N characteristics, as these traits indicate the preferences to follow picked
goals, the tendency to act selfishly or generously, and the reaction of the agent
to external influences. This deliberation process is represented by the function
options with the following signature:

options : ℘(Bel)× ℘(Int)× Per → ℘(Des).

The generated desires are a set of alternatives (goals) an agent wants to fulfil,
which are often mutually exclusive. As the option generation should produce
all options available to the agent, the influence of the personality is restricted

1 In fact, it might be hard to clearly distinguish the information sources. That is
because other agents are part of the environment and the observation of the be-
haviour of other agents might thus be both an observation of the environment and
an (implicit) communication act.



to the persistence of already selected intentions. Again, we implemented this
by interpreting the traits as likelihood, e.g. an agent with C = 1.0 will always
maintain an intention as an option regardless of the current beliefs about the
world.
The third stage is the Filter Process where the agent chooses between competing
desires and commits to achieve some of them next. The filter process is influenced
by the preference to vary activities over keeping a strict routine (O) and the level
of self-discipline (C), the need to act in harmony with other agents (A, N) and
even the tendency to generally interact with others (E). For example, variations
of C influence an agent’s preference to detach the previously selected intentions.
As another example, variations of A and E influence an agent’s preference to
commit to selfish/altruistic goals. The filter function is defined as:

filter : ℘(Bel)× ℘(Des)× ℘(Int)× Per → ℘(Int).

The personality helps to prioritise the different intentions and for example indi-
cates to what extent an agent acts goal-driven, prefers interaction and varies the
activities. It selects the best option from the agent’s point of view based on the
current beliefs, with respect to the previously selected option. Again interpreting
the traits as likelihood, the filter process was implemented by, e.g., prioritising
intentions that imply interaction with others using the characteristic of E.
The last stage is the Actuation, in which the agent creates/selects the plan (π)
and influences the environment performing actions (α). This phase is mainly
influenced by the creativity level of the agent (O), the tendency to apply actions
in a decent manner (C) and the preference to interact with others (E). The
actual plan is then generated for the selected intentions and executed, which is
defined as:

plan : ℘(Bel)× ℘(Int)× Per → Act∗.

The execution of actions as plan-elements directly influences the environment
and the personality indicates how accurately an agent behaves (C), which how-
ever is a rather vague argument for agents. To set an example, imagine a robot
that performs a motion from one point to another in a specific time frame. The
level of conscientiousness can then be used to implement a noise level added to
the target location or time frame borders. Indeed, this seems to be curious when
considering artificial agents but is one important difference between humans.
The actuation function execute is formally defined as:

execute : Act× Per

The algorithm explained here is one variant of a BDI agent following a blind-
commitment strategy and being overcommitted to both the ends and means. As
the chosen evaluation domain is tick-based and the plans are rather short, this
commitment strategy is acceptable. However, using the provided explanation
the algorithm can be adapted to produce reactive and single- or open-minded
behaviour, which might be either bold or cautious. These variations of the BDI
life-cycle are described by M. Wooldridge [37, pp. 31] and the modifications are
straightforward.



6 Evaluation

To evaluate the model we implemented it for the multi-agent simulation envi-
ronment AntMe!2. The main objective of each ant colony is to collect as much
food (apples, sugar) as possible and to defend their own anthill from enemies
such as other ant colonies and bugs. Each simulation run encompassed 5000
time-steps, where each ant in each time-step completes the BDI cycle of sens-
ing its environment, updating its beliefs, desires and intentions and executing.
The ants are able to sense their location, to recognise whether or not they are
transporting food, and to determine the the location of food, other ants, scent-
marks, and enemies within their range of sight. The scent-marks are used to
determine what other ants of the own colony are targeting and to highlight the
occurrence of enemies. The possible actions are goStraight, goAwayFromPOI,
goToPOI, goToNest, turnToPOI, turnByAngle, turnAround, turnToGoal (‘turn
actions’), pick-up and drop-off food, attack, and put scent-mark. Fig. 1 shows a
screenshot of the simulation environment.

Fig. 1: Screenshot from an AntMe! simulation with three ant colonies (red, blue,
black). Carrying apples (green) is a teamwork task and white cubes are sugar.
The black dust is the visualisation of scent-marks, here used to highlight sugar.
Such scent-marks disappear after a while.

Using the introduced model we expect that the ants’ behaviours vary when ad-
justing the personality traits. In particular we expect that an ant population
with high values in the trait openness (O+) does more exploration than a pop-
ulation with low values (O-).3 That means that O+ ants are expected to find
sugar and apples earlier. At the same time, we expect the O- ants to harvest

2 For further information about the simulation environment the interested reader is
referred to http://www.antme.net/.

3 The −, + label represent a value in the interval [0.0, 0.5), [0.5, 1.0] respectively.



Table 2: Correlation matrix between measured items and personality traits (up-
per part) and collected information for an example set of ant populations.

Apple Sugar Eaten Starved Bugs

O -0.068 -0.444 -0.043 -0.209 0.027
C 0.545 0.425 -0.454 0.893 -0.027
E -0.150 0.072 0.002 -0.119 -0.009
A 0.261 0.501 -0.430 0.107 -0.554
N 0.305 0.114 -0.436 0.125 -0.554

values below are ordered according to the OCEAN acronym

(0,0,0,0,0) 8.4 18.4 281.6 6.0 2.5
(0,1,0,0,0) 19.0 75.6 117.4 146.9 3.3
(0,1,1,0,0) 19.0 52.9 98.3 162.9 2.1
(0,1,1,1,0) 16.5 181.0 65.9 174.6 0.0
(0,1,1,1,1) 16.0 175.7 64.2 175.9 0.0
(1,0,0,0,0) 8.5 8.1 285.4 0.0 3.0
(1,0,1,0,0) 7.9 6.5 283.9 0.1 3.5
(1,0,1,1,1) 15.8 39.9 75.0 0.0 0.0
(1,1,1,1,1) 19.3 75.8 54.2 188.4 0.0
( 1
2
, 1
2
, 1
2
, 1
2
, 1
2
) 9.7 17.1 270.8 19.5 1.5

sugar faster as a consistent behaviour is favourable for this task, which includes
walking the same route multiple times. We expect that high values in the trait
conscientiousness (C+) lead to more collected food, as such ants will not drop
food when facing other goals such as attacking/running away from bugs. At the
same time, we expect low valued ants (C-) to have a lower chance of starving
during the search for food as collecting food is the most important desire. Ex-
troverted ants (E+) are expected to communicate more frequently with other
ants by putting scent-marks as markers for the occurrence of sugar, apples and
bugs more frequently. However, this effect correlates with the effect of the trait
agreeableness, indicating whether an ant trusts information received from other
ants (A+) or not (A-). We expect that high valued ants in both traits collect
food more frequently. The neuroticism trait indicates the ants’ emotional sta-
bility. We expect high valued ants (N+) to avoid dangerous situations such as
bugs and hostile ants – resulting in lower numbers of eaten ants and killed bugs.
However, the effect of this trait correlates with the level of trust (A+ vs. A-)
and the level of self-discipline (C+ vs. C-).

Table 2 shows the correlation matrix for all personality traits and the measur-
able features of an AntMe! simulation. For this we simulated the permutation
of the minimum and maximum values for each trait, resulting in 25 = 32 ant
populations. The features comprise the collected apples and the collected sugar,
the number of eaten and starved ants, and the number of killed bugs. For each
permutation the values were averaged over 50 simulation runs, where each simu-
lation run started with the same point of origin of the ant hill, apples, and sugar.



Fig. 2: Tick-based cumulation of O+ (average for 10000, 11111) and O- (average
for 00000, 01111) ant populations and their process of collecting sugar. The
values are averaged over the 50 simulation runs performed for each population.
One can see that O+ ant populations start approximately 2% earlier with the
collection (the smaller diagram shows the relevant segment) but collect food
slower than O- ant populations.

Occurrence of bugs is randomised and each deceased ant is instantly replaced
with a new one. As indicated in the correlation matrix, the majority of effects
that were postulated are observable in the simulation. To start with, the matrix
indicates that O+ ants collect less food than O- ants and that this behaviour is
most notable for the collected sugar. Still, we postulated that O+ ants will find
sugar earlier. This effect is illustrated in Fig. 2, where the process of collecting
sugar is depicted tick-wise.
Table 2 also lists the results for some selected ant populations and emphasises
that different types of personality lead to different simulation results. For exam-
ple, an ant population with maximum values (1,1,1,1,1) collects more apples and
sugar, kills fewer bugs and loses fewer ants because of bugs than an ant pop-
ulation with minimum values (0,0,0,0,0). Still, for the latter a lower number of
starved ants can be observed. Here, the traits E and A influence the occurrence
of scent-marks and the interpretation (trust) of the very same thing. The trait
C implies that already picked-up food is not dropped because of new percepts,
as collecting food is the most important goal for the ants. The trait N affects
the flight behaviour of the ants leading to fewer/more eaten ants/killed bugs,
respectively.
The effects of the personality traits are also visible in the paths an ant population
takes. Fig. 3 shows the path heat maps for the two discussed populations. It
emphasises the effects of the trait O, which affects an ant’s preference of acting
exploratively vs. exploitatively or following a conservative vs. curious behaviour
(i.e. staying in known areas vs. eager to explore new areas). At the same point,



(a) (0,0,0,0,0) (b) (1,1,1,1,1)

Fig. 3: The cumulated paths of two ant populations. As the occurrence of food
and the location of the ant hill are fixed a comparable structure originates.
Still, the effects of exploration vs. exploitation are visible (covered area, curious
behaviour, broader paths). The artefacts denote the visibility range of the ants
and the points where apples are spawned, giving an indication of the effects of
scent-marks and the trustfulness of the ants.

the figure visualises how cooperatively the ants act, visible through the round
artefacts highlighting the occurrence of apples – collecting apples is a cooperative
task.

Taking these results into account we can conclude that different personalities
affect the result of the simulation and that some personalities are better suited
for particular tasks than others. That confirms the finding of J. Salvit and E.
Sklar [30] with respect to the Five-Factor Model of personality. One implication
might be that personality is a kind of basic heuristic that influences an agent’s
performance during the lifetime as it influences the interpretation of perceptions,
the interaction with other agents, the decision-making process and even the
actual actuation.

7 Personality and Human-Aware Planning

The basic idea to forward the information about the personality to the planning
process is to provide a cost estimate for the capabilities. We refer to this idea as
Dynamic Heuristic of Human-Behaviour (DHHB). DHHB is used to determine
the likelihood that a task will be performed, i.e. lower cost indicates a higher
likelihood and vice versa. Indeed, Sisbot et al. [32] already showed the usefulness
of this idea in a human-aware robot motion planning setting. Such robots should
avoid to approach humans from behind during the motion. To accomplish this
the authors attached higher cost to actions in the back of humans and thus
influenced the path-finding of the applied A* algorithm without changing it.



To enable this idea for HAP, we represent each natural agent as an avatar in the
computing system that provides information for the actual planning process to
the artificial agents. Doing this, we are enabled to use existing planning com-
ponents and to influence the action selection of a planning process, while the
actual planning procedure remains a black box. In a prior work [2], we already
showed that this is possible; influencing the action selection process using an
estimate of how helpful (in terms of cooperation and reliability) a human might
be as an additional actor in a multi-actor Blocks-World domain. In particular, it
is planned to integrate the model introduced within this work into the develop-
ment environment presented in published work [2]. To provide some more details:
The BDI model introduced here builds a decision-tree during the life-cycle as
shown elsewhere [31]. In the current prototype this tree contains weights for the
intentions, which are used to remember previously selected intentions and which
depend upon the personality. Such weights can also be interpreted as likelihoods
indicating which intention will be satisfied next by the represented human. In
HTN planning, these intentions can be seen as either primitive or non-primitive
tasks. Thus, such weights can also be used as one of the factors determining
the likelihood of the next action. However, other factors like familiarization with
specific actions or the timely execution of an action must be learned and added
here. This leads to a theory- and data-driven approach, such as postulated by
R. Prada and A. Paiva [27] for encouraging human-agent interaction. Thus ma-
jor part of the integration will be experiments with real users to find a way to
accurately infer the likelihood of a human’s next steps from the proposed model.

8 Conclusion

This work demonstrated that the integration of the FFM into the BDI model of
agency leads to variations in the interpretation of inputs and generation of out-
puts. The observation indicates that the decision-making process is influenced by
the personality type and that agents with different personalities behave differ-
ently. That is the same observation that psychologists make about humans and
was proven for the MBTI in a related work. It was argued why we applied the
FFM and that psychologists tend to accept the FFM as a conceptual framework
for describing human personality. The evaluation comprises the implementation
of the model into the multi-agent based simulation environment AntMe!. De-
spite the fact that ants were simulated, the environment provides a completely
adaptable test-bed for behavioural studies, which were used to show that per-
sonality affects all relevant phases of decision-making processes. Still, the actual
implementation has shortcomings and it is important to mention that we pre-
sented a stepping-stone rather than a holistic solution. First of all, the effect of a
personality is only based on the characteristic of the trait that decides how often
such a trait influences the current stages in one of two ways. But in fact, the
influence of a personality is always subject to the context of the individual. For
instance, persons that are very calm in general, can become very temperamental
given the right circumstance. Here a more realistic method must be found that



includes the current context of the agent, which also comprises the effects of
emotions or moods. Surprisingly, agent-based research that particularly empha-
sises the effects of emotions abandons the fact that emotions and its influences
are contingent upon the personality. However, finding solutions for both prob-
lems is an open topic and requires both further theoretical work and empirical
results obtained within user-studies. A first step in this direction is presented
by H. Du and M. Huhns [12]. The authors examine whether the interaction of
humans with both humans and agents depends on the humans’ personality type
according to the MBTI. The experiments done using the cake-cutting game show
that the different personalities act in different ways, but also show that there is
only little evidence that can be used to make correct predictions about possi-
ble behaviour based on information about personality. In future work, it will be
interesting to examine whether a combination of theory-driven and data-driven
approaches leads to more accurate results in the prediction of the next actions
a human takes.
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